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## Abstract

IP assignment is always a big challenge in the construction of an enterprise-scale data center. For two interfaces connected by a cable, if their assigned IP addresses do not belong to a same subnet, data then cannot be transmitted via this cable. An error in a cable connection could make the IP addresses of the cable's two ends not in a same subnet, resulting in a reduction in network throughout. Furthermore, it is difficult to find and repair this error connection among numerous cables. A method to address this error in switch connection would save a great amount of time and cost in modern data center construction. Here, this draft introduces an approach to assign the IP addresses automatically for two connected switches, which allows data to be transmitted via a cable that is connecting two arbitrary interfaces from two switches.
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## 1 Introduction

### 1.1 Background

'Three-layer network' becomes more popular as the scale of a modern data center increases continuously. Data can be transmitted in a 'three-layer network' by using the Border Gateway Protocol (BGP) [RFC4271] as the routing protocol [RFC 7938]. For two interfaces connected by a cable, if their assigned IP addresses belongs to a same subnet, data then can be transmitted via this cable. Otherwise, the destination address cannot be resolved via address resolution protocol (ARP) [RFC 2119]. This leads to an interruption of BGP, which contains the message of allowed data type for switches. As there is a strong correlation between switch interfaces and IP addresses, a wrong wire connection between the interfaces will result in a reduction in the network throughout and even un-reachable for some parts of the network.

### 1.1 A typical method to assign IPs to interfaces

To avoid a wrong wire connection between two interfaces, a typical method is labelling the cable in its two ends during cable deployment. As shown in Figure 1, the cable's two ends are attached with two labels containing the identifications of local switch and interface, and the identifications of peer switch and interface, respectively. After the set-up of wire connection, IP addresses belong to a same subnet are then assigned to the two connected interfaces.


Figure 1: Attached labels in a cable's two ends.
This method could effectively reduce the occurrence rate of error connection. However, the steps of cable labelling manually and insertion into a certain interface, will cost a huge amount of time. Furthermore, if there comes an error connection, it is also very difficult to find the position of the error connection.

This draft presents an approach to assign IP addresses to switch interfaces automatically when the interfaces are connected. With this approach, message can be transmitted when a cable is connected to the
right switch, regardless of the interface it is connected.

## $\underline{\underline{2}}$ IP assigned automatically during switch connection

An innovation of this approach is that IP address is saved on a logic node instead of being assigned directly to a certain interface. The logic node describes the information of logic IDs of local switch, and logic IDs of peer switches, and corresponding IP addresses for local interfaces. It is not correlated to a specific interface. Any interface of peer switch can be connected to an arbitrary local interface. Logic ID could be sent from peer interface to local interface by a link layer protocol such as the link-layer discover protocol (LLDP) [LLDP]. If the logic ID can be looked up in logic nodes, IP address would be assigned to the local interface.

### 2.1 One switch with one logic node

Figure 2 illustrates an example of setting up two switches in a three-layer network with presented approach. The set-up procedure can be divided into four steps as described bellow.

1) The two switches are named as LogicID11 and LogicID21, respectively. It is worth noting that one switch could be named with more than one logic ID (In this case, each switch is named with one logic ID). According to the plan of switch connection and IP assignment, IP addresses are assigned to some logic nodes in switches. The logic node contains the information of logic ID of local switch, logic ID of peer switch, and IP address for local interface.
2) Switches are connected by one cable with little consideration of which interface it is used.
3) Using a link-layer protocol, the logic ID of local switch is sent from the local interface to the peer interface when the two switches are wire-connected.
4) After receiving the logic ID from peer interface, it will be looked up in the logic nodes. The matched logic node will assign the corresponding IP address to the local interface.

## Switch 1



Figure 2: Schematic diagram of the approach for auto-assignment of IP addresses for wired switches.

This approach utilizes a link layer protocol to send the logic ID of local switch to peer switch. For an example of using LLDP, the LLDP frame not only contains the mandatory type-length-value (TLV) structures of Chassis ID, Port ID, Time-to-live and End of LLDPDU, but also contains a TLV structure of Logic ID as follows [TLV-type]:


### 2.2 One switch with more than one logic node



Figure 3: In an case of one switch is named with more than one logic ID.
Figure 3 presents the case in which one switch are named with more than one logic ID. For example, in Switch 1, Interface 1 and 2 belong to LogicID11, while Interface 3, 4 and 5 belong to LogicID12. Two cables marked as 'a' and 'b' connect the Interface 1 of Switch 1 to Interface 1 of Switch 2, and Interface 2 of Switch 1 to Interface 3 of Switch 2, respectively. After connection, logic ID of local switch
will be sent to peer switch. Then, the logic ID of peer switch, together with the logic ID of local switch, will be looked up in logic nodes. As shown in Table 1, IP address of 182.111.211.111 255.255.255.0 will be assigned to Interface 1 of Switch 1, while IP address of 182.111.222.111. 255.255.255.0 will be assigned to Interface 2 of Switch 1. An advantage of this approach is that correct IP address still can be assigned to local interface when an error connection between interfaces occurs. For example, when Interface 2, instead of Interface 1 of Switch 2 is connected to Interface 1 of Switch 1, IP address of 182.111.211.111 255.255.255.0 will also be assigned to Interface 1 of Switch 1. In that case, data still can be transmitted by cable 'a' without any problem in ARP. Furthermore, when Switch 2 is replaced by another one Switch 3 in the future, IP address will also be assigned to local and peer interfaces automatically if there are 'Switch 3'-related logic IDs in nodes.

Table 1: List of Logic nodes For Switch 1 in Figure 3.

```
Logic id of Logic id of Interface configuration
local switch peer switch
\begin{tabular}{|c|c|c|}
\hline 11 & 21 & \begin{tabular}{l}
undo portswitch \\
ip address 182.111.221.111 255.255.255.0
\end{tabular} \\
\hline \multirow[t]{2}{*}{11} & \multirow[t]{2}{*}{22} & undo portswitch \\
\hline & & ip address 182.111.222.111 255.255.255.0 \\
\hline \multirow[t]{2}{*}{12} & \multirow[t]{2}{*}{21} & undo portswitch \\
\hline & & ip address 182.111.221.112 255.255.255.0 \\
\hline \multirow[t]{2}{*}{12} & \multirow[t]{2}{*}{22} & undo portswitch \\
\hline & & ip address 182.111.222.112 255.255.255.0 \\
\hline
\end{tabular}
```

Compared with conventional IP assignment method, this method assigns the IP addresses automatically for wired switches, which can significantly decrease the workload of cable deployment. Cable will not be required to connect to a specific interface, leading to a reduction in both working time and rate of error connection. When cable is changed from one interface to another one belonging to a same switch logic ID, network will work as normal without any necessary in changing setting.

## 3 Security Considerations

The design does not introduce any additional security concerns. General BGP security considerations are discussed in [RFC4271] and [RFC4272].
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